Bioharness™ multivariable monitoring device. Part I: Validity
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Abstract
The Bioharness™ monitoring system may provide physiological information on human performance but there is limited information on its validity. The objective of this study was to assess the validity of all 5 Bioharness™ variables using a laboratory based treadmill protocol. 22 healthy males participated. Heart rate (HR), Breathing Frequency (BF) and Accelerometry (ACC) precision were assessed during a discontinuous incremental (0-12 km·h⁻¹) treadmill protocol. Infra-red skin temperature (ST) was assessed during a 45 min sub-maximal cycle ergometer test, completed twice, with environmental temperature controlled at 20 ±0.1 °C and 30 ± 0.1 °C. Posture (P) was assessed using a tilt table moved through 160°. Adopted precision of measurement devices were; HR: Polar T31 (Polar Electro), BF: Spirometer (Cortex Metalyser), ACC: Oxygen expenditure (Cortex Metalyser), ST: Skin thermistors (Grant Instruments), P:Goniometer (Leighton Flexometer). Strong relationships (r = 0.89 to 0.99, p < 0.01) were reported for HR, BF, ACC and P. Limits of agreement identified differences in HR (-3.05±32.20 b·min⁻¹), BF (-3.46 ± 43.70 br·min⁻¹) and P (0.20 ± 2.62°). ST established a moderate relationships (-0.61 ± 1.98 °C; r = 0.76, p < 0.01). Higher velocities on the treadmill decreased the precision of measurement, especially HR and BF. Global results suggest that the Bioharness™ is a valid multivariable monitoring device within the laboratory environment.
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Introduction
Progress with new monitoring technology has assisted with the improvement of the collection of physiologically related data across a wide variety of free living situations. From everyday physical activity scenarios through to sporting performance new measuring technology now allows high-quality data to be recorded in increasingly ecologically valid situations (Achten and Jeukendrup, 2003; Grossman et al., 2010; Jobson et al., 2009; Soren Brage et al., 2005). A new measuring technology such as the Bioharness™ can simultaneously measure 5 physiologically and activity related variables which can be monitored in real time, wirelessly, or downloaded from the device after the activity. Previous research supports the validity of each individual variable which is integrated into the latter device; Heart rate (HR) through chest mounted electrodes (Leger and Thivierge, 1988; Macfarlane et al., 1989; Terbizan et al., 2002), Breathing Frequency (BF) through respiratory inductive plethysmography (Grossman et al., 2010; McCool et al., 2002; Witt et al., 2006), Skin Temperature (ST) using infra-red technology (Burnham et al., 2006; Hershler et al., 1992; Matsukawa et al., 2000), Tri axial Accelerometry (ACC) (Powell and Rowlands, 2004; Rowlands et al., 2003) and Posture (P) (i.e. inclinometry) (Hansson et al., 2006; 2001) using a piezoelectric element. However, there is limited evidence linked to the precision of measurement for multi-variable monitoring devices, with only a single paper reporting on one variable of the Bioharness™ (Breathing frequency) (Hailstone and Kilding, 2011). Devices such as the Bioharness™ are being used within a variety of applied situations including physical activity and exercise monitoring, and also within the emergency professions. Measurements made by multi-variable devices in any environment must have known precision and clarity as to its validity (Atkinson and Nevill, 1998; Welk et al., 2004). The consistent agreement between the true (i.e. Criterion) and measured (i.e. Predictor) variable is the underlying principle of validity (Brunton et al., 2000; Currell and Jeukendrup, 2008). Any new technology which allows for data to be collected in free living situations must be rigorously assessed using controlled methodologies in order for precision of measurement to be known (Thomas et al., 2005; Welk, 2005). Therefore, the aim of this paper was to assess the validity of each variable measured in the Bioharness™ in relation to established criterion measures within a physically active laboratory situation.

Methods
General design
To assess the Bioharness™, appropriate established criterion measures and protocols were identified. In all testing scenarios a standardised technique for fitting all equipment was completed by one experienced researcher. Data from the adopted criterion and the Bioharness™ used one synchronized timeline linked to a laptop computer. A treadmill protocol assessed ACC, HR and BF with the latter two variables being analysed at specific velocities. ST, assessed during a cycle ergometry test, carried out in both hot and thermo-neutral conditions. P was validated using a tilt table protocol. Due to the experimental design it was only possible to analyse ACC and P as whole data sets.

Apparatus
Overview of the Bioharness™ monitoring device
The Bioharness™ (Version 1) is worn against the skin (Figure 1) by the participant via an elasticated strap attached around the chest (50 g, 50 mm width). The monitoring device (weight 35 g, 80x40x15 mm), which
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Magnitude Units (VMU) which is an integrated value of a range of -3 to +3 g on each single axis or as Vector Acceleration data is measured in gravitational force (g) in orthogonal axes (vertical (x), sagittal (z) and lateral (y)). It is a micro electro-mechanical sensor accelerometer with a capacitive measurement scheme and is sensitive along 3 orthogonal axes (vertical (x), sagittal (z) and lateral (y)). Acceleration data is measured in gravitational force (g) in a range of -3 to +3 g on each single axis or as Vector Magnitude Units (VMU) which is an integrated value over the previous 1 second epoch:

\[
VMU = \sqrt{A_x^2 + A_y^2 + A_z^2}
\]

Figure 1. Picture of the Bioharness™ as worn by a subject participating in the testing process.

The P variable uses similar piezoelectric technology as described. Acting as an inclinometer, data is reported in angular degrees (°), ranges between -90° and +90°, monitoring how far the device is “off the vertical”. ST data is collected through an infrared sensitive sensor behind a clear window on the apex of the monitoring device. It records peripheral skin temperature at the inferior sternum. This sensor reports data in degrees Celsius (°C).

Participants

After securing local institutional ethical agreement 22 male volunteers (age 21.5 ± 2.8 yrs, body mass 71.4 ± 7.9 kg, body stature 1.79 ± 0.10 m) who were physical active, injury free and familiar with using a treadmill and/or cycle ergometer consented to participate. Participants were asked to refrain from consuming alcohol, caffeine, keep hydrated and rested 24 hours prior to testing. On arrival to the laboratory anthropometrical measures (Stewart and Eston, 2007) were taken with stature (Seca 214, Birmingham, UK) and body mass (Seca 761, Birmingham, UK) measured.

Precision of Bioharness™

Heart rate (HR), Breathing Frequency (BF) and Accelerometry (ACC)

Using one standard Bioharness™ device, which was concurrently compared with adopted criterion measures, precision of the HR, BF and ACC were assessed by participants (n = 12) completing an adapted discontinuous incremental treadmill protocol (Rowlands et al., 2004). Adopted criterion measures within this procedure were the Polar T31 (Polar Electro, Kempele, Finland) for HR. For BF, a face mask (Hans Rudolf Inc, USA) was worn by participants in order to connect a Tripple-V spirometer which was attached to a metalyser (version 3B; Cortex Medical, Germany). Oxygen (O2) expenditure was assessed for ACC also using the aforementioned metalyser which was calibrated prior to testing according to the manufacturers specifications. The latter criterion (O2 expenditure) is considered an indirect measure of ACC so additionally a count of steps taken during each active stage was made for each participant. The right foot, observed by two data collectors, was counted each time it was placed on to the treadmill during a walking/running stride and the mean of the counts was used to relate to ACC.

In a thermo-neutral environment (24.1 ± 1.9 °C) the protocol consisted of 6 discontinuous incremental stages (adapted from Rowlands et al 2004): rest (0 km·h⁻¹), walking (4 and 6 km·h⁻¹); and running (8, 10 and 12 km·h⁻¹) performed on an electronically driven treadmill (HP Cosmos Mercury, Germany). Stages lasted a total of 8 minutes; 2 minutes rest, 4 minutes being active (i.e. walking or running) followed by 2 minutes recovery. Data was collected every 5 seconds for the last 90 seconds of each of the respective active stages. Participants were fitted with all the respective equipment 15 minutes prior to test commencing and remained on the treadmill throughout.

Infra-red skin temperature (ST)

Infra-red ST variable was assessed during an adapted version of a continuous submaximal cycle ergometer trial. Participants (n = 10) cycled (Monarch Ergomedic, Model 824E, Varberg, Sweden) at 60 rpm⁻¹ in a University environmental chamber for 45 minutes against a resistance equivalent to 4% of body mass on two separate occasions, one week apart, in a randomised cross-over design. On one occasion the ambient temperature was set to 20 ± 0.1 °C on the other occasion set at 30.0 ± 0.1 °C. A Bioharness™ device and the criterion measure, a separate skin thermistor (Type EUS-U-V5-V2; Grant Instruments, Cambridge, England), was secured on lower pectoral using medical grade tape (Hypafix, BSN Medical GmbH, Hamburg, Germany). Ambient temperature, thermistor temperature and Bioharness™ infra-red temperature were recorded at 1 minute intervals throughout the procedure.

Posture (P) (inclinometer)
This variable was assessed using reference data derived from a credible goniometry device (Daneshmandi et al., 2010), the Leighton Flexometer (Spokane, WA, USA). In a controlled procedure, both devices were secured to an inversion (i.e. tilt) table (F500III, STL International) which was moved through 160° as noted elsewhere (Bernmark & Wiktorin, 2002). The flexometer was calibrated (to 0°) using a spirit level and then moved through a 160° (+80 to -80) at 10° intervals, pausing for 10 seconds, at each interval allowing data to be recorded.

Data analysis

Data was exported to statistical software packages (Excel Microsoft Windows, USA; SPSS v17, SPSS Inc, Chicago, USA) for analysis. Concurrent validity for all variables were analysed against their respective criterion measures, identifying means and standard deviations (M±S) for the data. To fully understand the data generated a range of precision of measurement statistics in combination with descriptive data has been previously been reported (Bland and Altman, 1986; Brunton, et al., 2000; Hopkins, 2000; Hopkins et al., 2009).

Characteristics of the data set were considered and appropriate statistical procedures were followed thereafter. After plotting the predicted against the residuals for HR, BF, ST and P (Figure 2), data was considered to be non-uniform (i.e. heteroscedastic) so was transformed logarithmically (log) in order to provide a true interpretation (Atkinson and Nevill, 1998; Hopkins, 2000; Hopkins et al., 2009). It was decided that descriptive data for these variables would be reported in absolute values and validity statistics presented log transformed. The combined data presentation approach was determined in order for comparison with other studies to occur, the majority of which have report absolute data.

Adopting a composite of validity statistics may provide a more informed view to assess agreement between methods (Harper-Smith et al., 2010). The following statistical analysis was calculated for each variable; Descriptive statistics including absolute mean bias and 95% Confidence Intervals, Validity statistics (log transformed) including mean bias, 95% Limits of Agreement, Pearson’s Product Moment Correlation Coefficient, Coefficient of Determination as described in previous literature (Hopkins, 2000).

Within the descriptive statistics, the mean bias and associated 95% Confidence Intervals provides an indication of raw difference between the data sets. Correlation coefficients, such as Pearson’s (r), provide a good indication of the relationship between data sets. Coefficient of Determination (r²), linked to the correlation analysis, express the variance in one variable that can be attributed to the second variable (Atkinson and Nevill, 1998; Bland and Altman, 2003; Brunton, et al., 2000; Winter et al., 2001). Boundaries for correlation statistics are not confirmed, though amalgamated thoughts of Leger and Thivierge (1988) and Hopkins (2000) suggest; r > 0.9 Excellent or very strong, r = 0.7 – 0.9 Very Large, r = 0.7 – 0.5 Good to moderate, r < 0.5 Moderate to minor. Correlation statistics should not be reported in isolation as they can be blind to bias (Bland and Altman 2003). As noted elsewhere (Finni et al., 2007), the limits of agreement method (Bland and Altman, 1986) is used to compare the agreement between methods. Summarising the differences between the two methods is a cornerstone of the process. It is expected that the differences outside of ±2 standard deviations (S) from the mean difference are not practically important. If 95% of data are within 2S it is considered an acceptable ‘limit of agreement’ and methods or equipment is thought to be interchangeable (Bland and Altman, 2003). Limits of agreement cannot be used when units between two methods are not comparable hence ACC data is not analysed in this way.

Previously precision of HR and BF measurement research has removed data sets when data is clearly

![Figure 2. Residual versus predicted plot demonstrating the relationship for (a) BF, (b) HR, and (c) ST.](image)
errors in the belief that a technical breakdown has occurred with the system (Hailstone and Kilding, 2011; Leger and Thivierge, 1988). Analysis completed, which includes erroneous data sets, would possible reduce the practical usefulness of the results especially if the erroneous data was linked to only two or three participants. Previously, the reporting of data removal (i.e. cleaning) has been used as an additional validity statistic with high volumes of data being removed reducing the credibility of the device (Hailstone and Kilding, 2011; Leger and Thivierge, 1988; Terbizan et al., 2002). Therefore reporting of raw and clean data sets was completed on HR and BF data where some highly erroneous data was noted. Based on estimated maximal values of each physiological variable (McArdle et al., 2009) considering other research (Hailstone and Kilding, 2011; Leger and Thivierge, 1988) the following data set removal criteria was established; If absolute mean of a data set difference was ±20 b·min⁻¹ for HR, ±7 b·min⁻¹ for BF from the criterion the data set from the specific stage was removed.

Results

Overview of the validity of the Bioharness™

The results for whole data set (Table 1) indicate very strong to strong relationships for HR, BF and P (p < 0.01) with relatively small mean bias for each variable. In comparison, ST was less precise. Figure 4 presents a non-linear relationship for BF and HR. This aforementioned relationship starts for BF from ~45 b·min⁻¹ and for HR starts from ~175 b·min⁻¹, respectively. A very strong relationship for ACC was reported (p < 0.01) (Table 2) and trend lines for VMU and participants mean step counts matched increments in intensity (Figure 3).

Table 1. Bioharness™ data in comparison to the respective criterion measure.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Descriptive Data</th>
<th>Mean Bias ±95% CI</th>
<th>Validity Data (Log)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted</td>
<td>Criterion</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M ± S</td>
<td>M ± S</td>
<td>Mean Bias</td>
<td>±95% CI</td>
</tr>
<tr>
<td>HR (b·min⁻¹)</td>
<td>122.6 ± 38.7</td>
<td>126.4 ± 39.0</td>
<td>-3.80 ± 0.93</td>
</tr>
<tr>
<td>BF (br·min⁻¹)</td>
<td>24.5 ± 8.3</td>
<td>26.5 ± 11.9</td>
<td>-2.01 ± 0.32</td>
</tr>
<tr>
<td>ST (°C)</td>
<td>34.7 ± 1.4</td>
<td>34.9 ± 1.5</td>
<td>-.22 ± 0.10</td>
</tr>
<tr>
<td>P (o)</td>
<td>42.4 ± 24.7</td>
<td>42.4 ± 24.8</td>
<td>.06 ± 0.32</td>
</tr>
</tbody>
</table>

Table 2. Relationship of ACC data to the respective criterion measure (oxygen uptake, mL·kg⁻¹·min⁻¹) and mean step counts per stage.

<table>
<thead>
<tr>
<th>Activity (VMU/ct·sec⁻¹)</th>
<th>PCC (r)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical peak (g·sec⁻¹)</td>
<td>97 *</td>
</tr>
<tr>
<td>Mean Step Counts (min⁻¹)</td>
<td>99 *</td>
</tr>
</tbody>
</table>

A tabular report of validity statistics: Standard Deviation (S), Mean Bias, 95% Confidence Intervals (CI), Log transformed mean bias, 95% Limits of Agreement (LoA), Pearson’s Product Correlation Coefficient (PCC) and Coefficient of Determination (CoD) across whole data set. * p < 0.01

Velocity specific validity results for HR

Very strong relationships (r > 0.94, p < 0.01) were noted until 10 – 12 km·h⁻¹ (Table 3). Improving precision

Figure 3. Trend in data between mean foot steps ( - - - - - ) and mean VMU ( - - - ) per active stages of treadmill protocol (nb. Treadmill stages 1 to 5 refers to 4 km·h⁻¹ to 12 km·h⁻¹ respectively).

Figure 4. Scatter plot demonstrating the relationship between (a) Bioharness BF and Criterion and (b) Bioharness HR and Criterion across all velocities on treadmill. Nb. line of identity (- - - - - ), regression line (—).
of measurement for HR data is seen from 0 km·h⁻¹, with absolute HR mean bias < ±1 b·min⁻¹ and 95% limits of agreement values reducing, until the higher velocities where accuracy of the device reduces.

**Velocity specific validity results for BF**
Between rest and 8 km·h⁻¹ consistent strong relationships were reported (r > 0.81, p < 0.01) with absolute mean bias remaining < 1.6 b·min⁻¹ (Table 4). Decreased precision is seen at the highest velocities with greater mean bias, weak relationships and high limits of agreement noted.

**Velocity specific results for HR and BF after erroneous data removed**
Erroneous data sets at the highest velocity were removed following a cleaning process described previously. Validity data was recalculated and improvement in accuracy of data is seen (Table 5). HR data for 10 km·h⁻¹ (n = 12) and 12 km·h⁻¹ with strong relationships, consistent limits of agreement and continued to underestimate HR which mirrors the data trends captured between 4 – 8 km·h⁻¹ in the raw data set. BF data for 10 and 12 km·h⁻¹ continued with similar trends seen from 4 km·h⁻¹ with strong relationships, increasing underestimation of BF (i.e. mean bias) and large but stabilising limits of agreement values.

**Temperature specific validity results for ST data**
Results from the hot and thermo-neutral environments produced good to moderate (r = 0.75, p < 0.01) and weak (r = 0.42, p < 0.01) relationships respectively (Table 6). Mean bias was greater in hot conditions though limits of agreement were wider in thermo neutral conditions.

**Validity of the ACC variable**
Analysis was completed on the whole data set and illustrated a very strong relationship between VMU and relative oxygen uptake (r = 0.97, p < 0.01) (Table 7). Further relationships between relative oxygen uptake and the individual axis of the ACC are also presented with peak acceleration, vertical and lateral axis presenting strong correlations (r > 0.84, p < 0.01).

**Table 3. Heart rate (b·min⁻¹) data at varying intensities.**

<table>
<thead>
<tr>
<th>Velocity (km·h⁻¹)</th>
<th>Predicted M ± S</th>
<th>Criterion M ± S</th>
<th>Mean Bias ±95% CI</th>
<th>Mean Bias ±95% LoA</th>
<th>PCC r</th>
<th>CoD r²</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>81.6 ± 14.2</td>
<td>82.6 ± 14.3</td>
<td>-.98 ± .58</td>
<td>-1.21 ± 11.30</td>
<td>.94*</td>
<td>88%</td>
</tr>
<tr>
<td>4</td>
<td>90.9 ± 14.1</td>
<td>91.8 ± 13.8</td>
<td>-.83 ± .52</td>
<td>-1.97 ± 9.00</td>
<td>.95*</td>
<td>90%</td>
</tr>
<tr>
<td>6</td>
<td>105.3 ± 14.0</td>
<td>105.0 ± 13.8</td>
<td>.32 ± .57</td>
<td>.28 ± 8.80</td>
<td>.94*</td>
<td>88%</td>
</tr>
<tr>
<td>8</td>
<td>142.2 ± 20.1</td>
<td>142.8 ± 19.6</td>
<td>-.60 ± .61</td>
<td>-.48 ± 7.20</td>
<td>.97*</td>
<td>94%</td>
</tr>
<tr>
<td>10</td>
<td>156.6 ± 24.9</td>
<td>161.0 ± 20.1</td>
<td>-4.44 ± 2.23</td>
<td>-3.32 ± 28.10</td>
<td>.63*</td>
<td>40%</td>
</tr>
<tr>
<td>12</td>
<td>160.4 ± 37.6</td>
<td>176.8 ± 18.4</td>
<td>-16.37 ± 4.66</td>
<td>-12.30 ± 72.90</td>
<td>.11</td>
<td>1%</td>
</tr>
</tbody>
</table>

**Table 4. Breathing frequency (br·min⁻¹) data at varying intensities.**

<table>
<thead>
<tr>
<th>Velocity (km·h⁻¹)</th>
<th>Predicted M ± S</th>
<th>Criterion M ± S</th>
<th>Mean Bias ±95% CI</th>
<th>Mean Bias ±95% LoA</th>
<th>PCC r</th>
<th>CoD r²</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>15.9 ± 3.9</td>
<td>15.0 ± 4.5</td>
<td>.81 ± .35</td>
<td>7.31 ± 40.30</td>
<td>.81*</td>
<td>66%</td>
</tr>
<tr>
<td>4</td>
<td>18.9 ± 4.7</td>
<td>19.1 ± 5.8</td>
<td>.18 ± .39</td>
<td>.57 ± 35.20</td>
<td>.84*</td>
<td>71%</td>
</tr>
<tr>
<td>6</td>
<td>20.9 ± 5.9</td>
<td>21.0 ± 6.7</td>
<td>-.14 ± .48</td>
<td>.51 ± 42.40</td>
<td>.81*</td>
<td>66%</td>
</tr>
<tr>
<td>8</td>
<td>26.6 ± 5.8</td>
<td>28.1 ± 7.7</td>
<td>-1.57 ± .53</td>
<td>-4.13 ± 33.80</td>
<td>.83*</td>
<td>69%</td>
</tr>
<tr>
<td>10</td>
<td>29.5 ± 6.0</td>
<td>34.1 ± 8.3</td>
<td>-4.61 ± .99</td>
<td>-12.82 ± 55.80</td>
<td>.44*</td>
<td>19%</td>
</tr>
<tr>
<td>12</td>
<td>33.4 ± 5.9</td>
<td>40.8 ± 10.0</td>
<td>-7.41 ± 1.25</td>
<td>-16.96 ± 56.96</td>
<td>.25*</td>
<td>12%</td>
</tr>
</tbody>
</table>

**Discussion**
Main findings – validity of the Bioharness™ Multivariable physiological monitoring devices used within free living or sporting scenarios can now provide time synchronised data which may enable further insights in to day-to-day activity levels and athletic performance. Comprehensive assessment of the precision of all new measuring technology will allow for better understanding of its variability which exists and therefore allows for better interpretation of data collected (Welk, et al., 2004).

General results (Table 1 and 2) from this laboratory based study suggest that the Bioharness™ monitoring system is valid and demonstrates relatively accurate data in relation to the analysis completed. Collectively, with all data considered, the validity statistics for HR, BF, P and ACC suggest credible precision of measurement is
attained and limits for each variable have been established. When data is analysed at each velocity, even with a moderate/strong relationship and relatively small mean bias, HR and BF limits of agreement suggests some divergence of data at higher velocities in both absolute and log transformed values.

**Velocity specific findings for heart rate (HR) and breathing frequency (BF) raw data**

Velocity specific analysis for HR and BF identified differences in the precision of data. Relative to the respective criterions, there was a general trend of decreased accuracy as velocity increased (≥ 10 km·h⁻¹) which has been reported elsewhere for HR (Kingsley et al., 2004; Leger and Thivierge, 1988; Terbizan et al., 2002) and for BF (Grossman et al., 2010; Hailstone and Kilding, 2011; Witt et al., 2006).

Analysis of global HR results finds similar limits of agreement (~± 6 b·min⁻¹) as reported for the Polar heart rate monitor (Godsen et al., 1991) and Actiheart™ device (Søren Brage et al., 2005). HR validity data, specifically relationships, remained consistently very strong (r > 0.94) ≤ 8km·h⁻¹ which would align it to the “excellent” category (Leger and Thivierge, 1988) and matches data noted in other research (Seaward et al., 1990; Wajciechowski et al., 1991). Improved accuracy of HR data from rest to 8 km·h⁻¹ could be attributed to accumulated physiological responses of exercise (i.e. perspiration/moisture) which may improve connectivity between the skin and the HR electrodes (Lopes and White, 2006; Powers and Howley, 2007). Evidence of decreasing precision of the device, specifically underestimation, with increasing velocity is further supported as the relationship of HR data becomes non-linear (Figure 4b) at ~175 b·min⁻¹, which corresponds to mean HR attained within the 12 km·h⁻¹ stage.

Interestingly, BF precision of measurement improves from rest to 6 km·h⁻¹, with strong relationships and decreasing mean bias, but then the accuracy decreases rapidly through to the highest velocity. Moreover, Figure 4a suggests that the BF variable may have a threshold of accuracy at ~ 45 br·min⁻¹, which is the point where non-linear relationship in data becomes visible. A general trend of decreasing precision of measurement using similar respiratory inductive plethysmography technology has been noted elsewhere within another multivariable device (Grossman et al., 2010; Witt et al., 2006). In comparison, Hailstone and Kilding (2011) note somewhat stronger validity data for the Bioharness™ BF variable with good/strong correlations (r > 0.86) and absolute differences < 3.0 br·min⁻¹. A different subject specific treadmill protocol, a different data processing schedule and lack of clarity as to the version of the Bioharness™ being used limits any direct comparisons but, a general trend in agreement between these studies suggests the Bioharness™ under-estimates BF during activity. Another comparable system, the Lifeshirt™, presented stronger BF results from similarly active protocols but importantly this device uses 2 measuring bands in comparison to the Bioharness™ which uses one measuring band to assess this variable, without losing the multi-functionality, unobtrusive and capturing both abdominal and thoracic respiratory related movements with McCool (2002) noting the more comprehensive data capture using 3 measuring bands incorporating changes in sterno-umbilical distance. Further research clarifying which thoracic landmarks influence the precision of respiratory inductive plethysmographic data may improve the accuracy of this variable, without losing the multi-functionality, unobtrusive (i.e. single measuring band) and portable nature of the device.

It is worth noting that the HR and BF non-linear scatter plot data (Figure 4) is attributed to specific participants at the highest velocities rather than a cross participant general data trend. One participant had erroneous

<table>
<thead>
<tr>
<th>Velocity</th>
<th>Heart rate</th>
<th>Breathing Fr</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Predicted</td>
<td>Descriptive Data</td>
</tr>
<tr>
<td></td>
<td>M ± S</td>
<td>Criterion M ± S</td>
</tr>
<tr>
<td>10 km·h⁻¹</td>
<td>159.6 ± 21.4</td>
<td>160.0 ± 20.6</td>
</tr>
<tr>
<td>12 km·h⁻¹</td>
<td>174.3 ± 20.4</td>
<td>176.0 ± 19.1</td>
</tr>
<tr>
<td>All data</td>
<td>122.2 ± 38.1</td>
<td>122.8 ± 38.2</td>
</tr>
<tr>
<td>10 km·h⁻¹</td>
<td>30.4 ± 5.3</td>
<td>31.6 ± 7.0</td>
</tr>
<tr>
<td>12 km·h⁻¹</td>
<td>34.6 ± 5.4</td>
<td>37.8 ± 5.4</td>
</tr>
<tr>
<td>All data</td>
<td>24.4 ± 8.4</td>
<td>25.3 ± 10.4</td>
</tr>
</tbody>
</table>

Table 5. Clean heart rate (b·min⁻¹) and breathing frequency (br·min⁻¹) data at 10 and 12 km·h⁻¹.

Tabular report of validity statistics: Descriptive statistics, Standard Deviation (S), Mean Bias, 95% Confidence Intervals (CI), Log transformed mean bias, 95% Limits of Agreement (LoA), Pearson’s Product Correlation Coefficient (PCC) and Coefficient of Determination (CoD) across whole data set. * p < 0.01

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Predicted M ± S</th>
<th>Descriptive Data</th>
<th>Predicted M ± S</th>
<th>Descriptive Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Criterion M ± S</td>
<td>Mean Bias ±95% CI</td>
<td>Mean Bias ±95% LoA</td>
<td>Mean Bias ±95% LoA</td>
</tr>
<tr>
<td>Hot 30°C</td>
<td>35.4 ± 1.0</td>
<td>35.9 ± 1.1</td>
<td>-.49 ± .10</td>
<td>-1.36 ± 4.14</td>
</tr>
<tr>
<td>Neutral 20°C</td>
<td>33.8 ± 1.5</td>
<td>33.8 ± 1.2</td>
<td>.03 ± .19</td>
<td>.06 ± 9.12</td>
</tr>
<tr>
<td>Combined</td>
<td>34.7 ± 1.4</td>
<td>34.9 ± 1.5</td>
<td>-.22 ± .10</td>
<td>-.60 ± 5.92</td>
</tr>
</tbody>
</table>

Table 6. Skin temperature (°C) data in hot, thermo-neutral conditions and combined data overview.

Tabular report of validity statistics: Descriptive statistics, Standard Deviation (S), Mean Bias, 95% Confidence Intervals (CI), Log transformed mean bias, 95% Limits of Agreement (LoA), Pearson’s Product Correlation Coefficient (PCC) and Coefficient of Determination (CoD) across whole data set. * p < 0.01
data in both variables but otherwise there was no consistency in this issue. A number of other participants presented BF > 40 br.min⁻¹ and HR > 190 b.min⁻¹ without consistent erroneous data being captured. Therefore threshold values intimated from the scatter plot should be used with caution and requires further investigation.

**Validity of accelerometry (ACC) variable.**

The validation of the ACC variable against VO₂ (mL.kg⁻¹.min⁻¹) is considered an indirect criterion measure, and mean stride (step) counts per stage during the treadmill protocol, both have been noted elsewhere (McArdle et al., 2009), movement of the monitoring device (Clarenbach et al., 2005; Leger and Thivierge, 1988) and specific to BF changes in the mechanics of breathing (McArdle et al., 2009; McCool et al., 2002). Additional cross technology (i.e. criterion versus predicted) data processing issues and discipline specific data handling methods could also influence the data output (Boudet and Chamoux, 2000; Kent et al., 2009).

Increasing errors with higher velocities in these variables can occur partly due to the data signal that the monitoring device requires becoming corrupted by movement artefacts (Cho et al., 2011; Witt et al., 2006) such as; EMG activity (Boudet and Chamoux, 2000; McArdle et al., 2009), movement of the monitoring device (Clarenbach et al., 2005; Leger and Thivierge, 1988) and specific to BF changes in the mechanics of breathing (McArdle et al., 2009; McCool et al., 2002). Additional cross technology (i.e. criterion versus predicted) data processing issues and discipline specific data handling methods could also influence the data output (Boudet and Chamoux, 2000; Kent et al., 2009).

**Validity of the Bioharness TM**

Due to difficulties assessing validity of the P variable against a criterion within the treadmill protocol, data was assessed against in a controlled procedure using a tilt table. Results present credible data with narrow limits of agreement (0.20 ± 2.62) and very strong relationship (r > 0.99) versus the criterion which mirrors other research using similar technology in the area (Bermark and Wiktorin, 2002). The frequency of inclinometer devices using similar ACC technology is increasing with research from occupational studies being more common (Hansson, et al., 2001; 2006). Data from the P variable is generated from similar piezoelectric technology as seen within the ACC which has produced valid data within this research. The combined results associated with the ACC and P variable adds evidence to the credibility of the piezoelectric technical set up within the Bioharness™.

**Validity of posture (P) variable**

Infra-red ST global data set, validated against skin thermistors, initially suggests the Bioharness™ has less precision when compared to other equivalent research (Hershler et al., 1992). Moreover, Limits of agreement have not been extensively reported for infra-red temperature validity studies through the combined data note a tighter agreement when compared to previous research (Matsukawa et al., 2000). A consideration in this analysis of the Bioharness™ is that the latter two research papers were completed in a non-exercise environment which is arguably more controlled so it is expected that there is less variance in their data. Exercise adds another dimension to the validation of ST and there are few comparable data sets available in the literature. Other somewhat limited analysis reported no significant differences in infrared temperature devices tested and strong correlations (r > 0.95) from a low intensity treadmill protocol incorporating an environmental chamber (Buono et al., 2007). Stronger correlations reported could be linked different methodological procedures and data analysis. For methods involving temperature measurement, a threshold of accuracy of 0.1°C has been proposed for systematic bias and ±0.3°C for 95% limits of agreement (Gant et al., 2006). These thresholds are not met by the Bioharness™ in any of the data sets collected. The weak relationships in data could possibly be explained by low number of data sets and limits of agreement analysis suggests relatively large discrepancies between the criterion and Bioharness™, especially when considering the narrow temperature data range. The equivocal results for the infra-red ST could be explained by the onset of sweating during exercise (Kistemaker et al., 2006), technical issues with the skin thermistors (Buono et al., 2007), changes in infrared device angle to the body (Hershler et al., 1992) and distance from the skin surface (Matsukawa et al., 2000). Further examination of the ST precision of measurement should be considered.

**Limitations**

Reporting of absolute and/or logarithmically transformed HR and BF data relating to heteroscedascity is highlighted within the paper. Even though absolute data is interpreted...
more easily by the reader, log transformed data should be reported, if data fails to meet necessary criteria, in order for a full comprehension of the data. There is a lack of clarity as to the objective model to decide if data is heteroscedastic or not, also there are different log transformation models so further clarification on best practice should be investigated. Moreover, the sample size could be considered a limitation of the study though numbers of subjects in this research matches or even exceed other peer reviewed papers dealing with similar themes. Additionally, controlling for the participants sex added some further rigor to the research design, though in theory leaves 50% of the population untested on the Bioharness™ device. Further investigation of this device should be completed on wider population groups to fully understand it’s capabilities.

Conclusion

The results suggest that, with prior understanding of data limitations, the Bioharness™ (Version 1) has proved to be a valid multivariable monitoring device within ambulatory laboratory testing. ACC and P variables presented strong data which relates to the advanced piezoelectric technology used. Using the device to capture HR and BF data during high intensity activities should be completed with the understanding that the validity of this data could be influenced by artefact at treadmill velocities of ≥10 km·h⁻¹. Research on similar HR and BF devices report decreasing accuracy at higher activity levels therefore decreasing accuracy at higher activity levels therefore establishing a transparent data cleaning procedure should be considered or future technological development should amend data capture boundaries. Further development of infra-red ST technology within the device should be considered. In summary, having established the Bioharness™ is a valid multivariable monitoring device within ambulatory laboratory testing. It is suggested the next progression will be to assess the reliability of the multivariable Bioharness™ monitoring system in a laboratory environment.
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Key points

- Different levels of precision exist for each variable in the Bioharness™ (Version 1) multi-variable monitoring device
- Accelerometry and posture variables presented the most precise data
- Data from the heart rate and breathing frequency variable decrease in precision at velocities ≥ 10 km·h⁻¹
- Clear understanding of the limitations of new applied monitoring technology is required before it is used by the exercise scientist
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